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Abstract:

Saliency is the ability of an image location to attract ditamor detailed processing. A unique vertical bar among
horizontal bars is said to be salient and pops out percdpt@dysiological data have suggested that mechanismein th

primary visual cortex (V1) contribute to the high saliendysoch a unique basic feature, but indicated little regaydin

1This chapter is adapted from Zhaoping L. May KA (2007) Psyttysical tests of the hypothesis of a bottom-up saliency impgimary visual
cortex. PLoS Compututational Biology 3(4):e62. doi:1@.1gournal.pchi.0030062.



whether V1 plays an essential or peripheral role in inpittesfror bottom-up saliency. Meanwhile, a biologically béise
V1 model has suggested that the intra-cortical mechanisivi4 ienables V1 to transform the local input contrast into
saliency that depends on global or contextual input. Adogig, under the hypothesis that the bottom-up saliency at
any location is signaled by the activity of the most activiéresponding to it regardless of the cell's preferred feasu
such as color and orientation, V1 mechanisms as modelledlsarexplain bottom-up saliencies beyond the pop-out
of basic features, such as the low saliency of a unique cotipmfeature like a red-vertical bar among red-horizontal
and blue-vertical bars, the asymmetries in visual searuth h@aw background irregularities affect ease of search. In
this chapter, we report non-trivial predictions from the $dliency hypothesis, and their psychophysical tests and
confirmations. The prediction that most clearly distingeis the V1 saliency hypothesis from other models is that
task irrelevant features could interfere in visual seanchegmentation tasks which rely significantly on bottom-up
saliency. For instance, irrelevant colors can interferarirorientation based task, and the presence of horizordal an
vertical bars can impair performance in a task based on wblprs. Furthermore, properties of the intra-cortical
interactions and neural selectivities in V1 predict spe@fnergent phenomena associated with visual grouping. Our
findings support the idea that a bottom-up saliency map ca &éower visual area than traditionally expected, with

implications for top-down selection mechanisms.

1 Introduction

Due to information transmission and processing bottlesesich as the optic nerve and the attentional bottleneck,
in the brain, only a limited amount of visual input informati can be processed in detail. This necessitates the
selection of the most appropriate information for such itkdeaor attentive processing somewhere along the visual
pathway. Although we tend to notice our goal-directed ordop/n selections, much of the selection occurs in a
bottom-up or stimulus driven manner, particularly in sgtats immediately or very soon after visual stimulus onset
(I1, 2, 3]). Forinstance, a vertical bar among horizontaor a red dot among blue ones perceptually pops out

automatically to attract attention ([4, 5]), and is said &éHighly salient pre-attentively (see illustrative exaagpbf



pop-outs or otherwise in Fig. (1)). Physiologically, a reuin the primary visual cortex (V1) gives a higher response
to its preferred feature, e.g., a specific orientation, c@omotion direction, within its receptive field (RF) whdng
feature is unique within the display, rather than when itrie of the elements in a homogenous background ([6, 7, 8,
9, 10, 11, 12]). This is the case even when the animal is unesthesia[9], suggesting bottom-up mechanisms. This
occurs because the neuron’s response to its preferreadaatoften suppressed when this stimulus is surrounded by
stimuli of the same or similar features. Such contextuali@rfces, termed iso-feature suppression, and iso-ori@mtat
suppression in particular, are mediated by intra-corttoainections between nearby V1 neurons ([13, 14, 15]). The
same mechanisms also make V1 cells respond more vigorausly briented bar when it is at the border, rather
than the middle, of a homogeneous orientation texture, gsiplogically observed[10]), since the bar has fewer iso-
orientation neighbors at the border. These observatiors pr@mpted suggestions that V1 mechanisms contribute to
bottom-up saliency for pop-out features like the uniquemtation singleton or the bar at an orientation texture &ord
(e.g.,[6,7, 8,9, 10]). This is consistent with observatitimt highly salient inputs can bias responses in extastri

areas receiving inputs from V1 ([16, 17]).

A aunique vertical B aunique white item C a border between D a unique white-vertical
bar pops out pops out two textures pops out bar does not pop out

Figure 1: Visual input examples to demonstrate variousobottip saliency effects. A: a unique vertical bar among
horizontal bars pops out automatically, i.e., attractrdit® without top-down control. B: a white item also pops
out among black ones. C: the segmentation between the twarésxare easy because the border between the two
textures pops out. D: although the white-vertical bar is igug conjunction of two features: white color and vertical
orientation, in this display, it does not attract attenteariomatically. White color and vertical orientation arscal
abundant in the background items.

Behavioral studies have examined bottom-up salienciesneifely in visual search and segmentation tasks
([4, 18, 19]), showing more complex, subtle, and generabsibns beyond basic feature pop-outs. For instance, a
unique feature conjunction, e.g., a red-vertical bar asl@r-@ayientation conjunction, is typically less salientdare-

quires longer search times (Fig (1D)); ease of searcheslamge with target-distractor swaps; and target salience



decreases with background irregularities. However, feysjatogical recordings in V1 have used stimuli of compa-
rable complexity, leaving it open as to how generally V1 nstbms contribute to bottom-up saliency.

Meanwhile, a model of contextual influences in V1 ([20, 21, 23]), including iso-feature suppression and
co-linear facilitation ([24, 25]), has demonstrated thatiechanisms can plausibly explain these complex behaviors
mentioned above, assuming that the V1 cell with the highespanse to a target determines its salience and thus
the ease of a task. Accordingly, V1 has been proposed toeceebbttom-up saliency map, such that the receptive
field (RF) location of the most active V1 cell is most likelyleseted for further detailed processing[20, 23]). We call
this proposal the V1 saliency hypothesis. This hypothesnsistent with the observation that micro-stimulation
of a V1 cell can drive saccades, via superior colliculush® dorresponding RF location ([26]), and that higher V1
responses correlate with shorter reaction times to sasdadthe corresponding receptive fields ([27]). It can be
clearly expressed algebraically. L&D, O, ..., Oy) denote outputs or responses from V1 output cells indexed by
i=1,2,...M, and let the RFs of these cells cover locations xs, ..., x s ), respectively, then the location selected by
bottom-up mechanismsis= x; where; is the index of the most responsive V1 cell (mathematicaky,argmax0;).

Itis then clear that (1) the saliency SMAB at a visual location: increases with the response level of the most active

V1 cell responding to it,
SMAP(z) increases with max_.O;, given an input scene ()

and the less activated cells responding to the same locddigot contribute, regardless of the feature preferences of
the cells; and (2) the highest response to a particularitotét compared with the highest responses to other location
to determine the saliency of this location, since only thdd®fation of the most activated V1 cell is the most likely se-
lected (mathematically, the selected locatiof is argmax SMAP(z)). As salience merely serves to order the priority
of inputs to be selected for further processing, only theepaf the salience is relevant([23]). However, for conve-
nience we could write equation (1) as SMAR = [ max,,—,0;]/[max;O;], or simply SMARz) = max,,—,O;.
Note that the interpretation af, = «x is that the receptive field of cellcovers locatiorx or is centered near.

In a recent physiological experiment, Hegde and Fellem28j)jused visual stimuli composed of colored and

oriented bars resembling those used in experiments onhd@saech. In some stimuli the target popped out easily (e.g.



the target had a different color or orientation from all tekground elements), whereas in others, the target was more
difficult to detect, and did not pop out (e.g. a color-oridiota conjunction search, where the target is defined by a
specific combination of orientation and color). They fouhnalttthe responses of the V1 cells, which are tuned to both
orientation and color to some degree, to the pop-out tavgets not necessarily higher than responses to non-pop-out
targets, and thus raising doubts regarding whether bottprsaliency is generated in V1. However, these doubts do
not disprove the V1 saliency hypothesis since the hypatideses not predict that the responses to pop-out targets in
some particular input images would be higher than the resgmto non-pop-out targets in other input images. For
a target to pop out, the response to the target should beastliladiy higher than the responses to all the background
elements. The absolute level of the response to the tarngetie/ant: what matters is the relative activations ebig

the target and background. Since Hegde and Felleman[28jadicheasure the responses to the background elements,
their findings do not tell us whether V1 activities contribt saliency. It is likely that the responses to the backggou
elements were higher for the conjunction search stimutiabee each background element differed greatly from many
of its neighbors and, as for the target, there would have bexak iso-feature suppression on neurons responding to
the background elements. On the other hand, each backgedement in the pop-out stimuli always had at least
one feature (color or orientation) the same as all of its meigs, so iso-feature suppression would have reduced the
responses to the background elements, making them sub8jalatver than the response to the target. Meanwhile,

it remains difficult to test the V1 saliency hypothesis pbiajically when the input stimuli are more complex than
those of the singleton pop-out conditions.

Psychophysical experiments provide an alternative meaasdertain V1's role in bottom-up salience. While
previous works ([20, 21, 22, 23]) have shown that the V1 meidmas can plausibly explain the commonly known
behavioral data on visual search and segmentation, it isiitapt to generate from the V1 saliency hypothesis behav-
ioral predictions which are hitherto unknown experimdgtsb as to test the hypothesis behaviorally. This hypothesi
testing is very feasible for the following reasons. Themefaw free parameters in the V1 saliency hypothesis since
(1) most of the relevant physiological mechanisms in V1 ataldished experimental facts which can be modeled

but not arbitrarily distorted, and (2) the only theoreticgdut is the hypothesis that the receptive field locatiorhef t



most responsive V1 cell to a scene is the most likely selec@edsequently, the predictions from this hypothesis can
be made precise, making the hypothesis falsifiable. One gsypthophysical test confirming a prediction has been
reported recently ([29]). The current work aims to test tipdthesis more systematically, by providing non-trivial
predictions that are more indicative of the particular ratf the V1 saliency hypothesis and the V1 mechanisms.

For our purpose, we first review the relevant V1 mechanisnhberrest of the Introduction section. The Re-
sults section reports the derivations and tests of the giieds. The Discussion section will discuss related issues
and implications of our findings, discuss possible alteveagxplanations for the data, and compare the V1 saliency
hypothesis with traditional saliency models ([18, 19, 30J) 3hat were motivated more by the behavioral data ([4, 5])
than by their physiological basis.

The relevant V1 mechanisms for the saliency hypothesiaresceptive fields and contextual influences. Each
V1 cell ([32]) responds only to a stimulus within its clasdiceceptive field (CRF). Input at one locatierevokes
response8O;, O,, ...) from multiple V1 cellsi, j, ... having overlapping receptive fields coveringEach cell is tuned
to one or more particular features including orientatioslp; motion direction, size, and depth, and increases its
response monotonically with the input strength and resanda of the stimulus to its preferred feature. We call cells
tuned to more than one feature dimension conjunctive @8]se.g., a vertical-rightward conjunctive cell is simul-
taneously tuned to rightward motion and vertical orieotai{[32]), a red-horizontal cell to red color and horizontal
orientation ([33]). Hence, for instance, a red-vertical dauld evoke responses from a vertical-tuned cell, a reedu
cell, a red-vertical conjunctive cell, and another cellfereng orientation two degrees from vertical but having an
orientation tuning width ot5°, etc. The V1 saliency hypothesis states that the salienayigual location is dictated
by the response of the most active cell responding to it @30,34]), SMARz) « max,,—.O;, rather than the sum

of the response} . __ O; to this location. This makes the selection easy and fastedincan be done by a single

operation to find the most active V1 cell£ argmax0;) responding to any location and any feature(s). We willrefe
to saliency by the maximum response, SMAPx max,,—, O; as the MAX rule, to saliency by the summed response
Zmi::‘ O; as the SUM rule. It will be clear later that the SUM rule is napgorted, or is less supported by data, nor

T

is it favored by computational considerations (see Didou3s



Meanwhile, intra-cortical interactions between neurordena V1 cell's response context dependent, a neces-
sary condition for signaling saliency, since, e.g., a rethits salient in a blue but not in a red context. The dominant
contextual influence is the iso-feature suppression meat@arlier, so that a cell responding to its preferred featu
will be suppressed when there are surrounding inputs ot or similar feature. Given that each input location will
evoke responses from many V1 cells, and that responses @textdependent, the highest response to each location
to determine saliency will also be context dependent. Fanmgte, the saliency of a red-vertical bar could be signaled
by the vertical-tuned cell when it is surrounded by red hamtal bars, since the red-tuned cell is suppressed through
iso-color suppression by other red-tuned cells respondirtbe context. However, when the context contains blue
vertical bars, its saliency will be signaled by the red-aigells. In another context, the red-vertical conjunctieé c
could be signaling the saliency. This is natural since saliés meant to be context dependent.

Additional contextual influences, weaker than the isotfeasuppression, are also induced by the intra-cortical
interactions in V1. One is the co-linear facilitation to d’'sgesponse to an optimally oriented bar when a contextual
bar is aligned to this bar as if they are both segments of a gnoomtour ([24, 25]). Hence, iso-orientation interaction
including both iso-orientation suppression and co-lirfaailitation, is not isotropic. Another contextual influemnis
the general, feature-unspecific, surround suppressiorctdl’a response by activities in nearby cells regardless of
their feature preferences ([6, 7]). This causes reducgubrees by contextual inputs of any features, and interagtio
between nearby V1 cells tuned to different features.

The most immediate and indicative prediction from the hiapsis is that task irrelevant features can interfere
in tasks that rely significantly on saliency. This is becaatseach location, only the response of the most activated
V1 cell determines the saliency. In particular, if cellspasding to task irrelevant features dictate salienciesmies
spatial locations, the task relevant features becomesiinld” for saliency at these locations. Consequently, alisu
attention is misled to task irrelevant locations, causielggin task completion. Secondly, different V1 processes f
different feature dimensions are predicted to lead to asgiriinteractions between features for saliency. Thirdly
the spatial or global phenomena often associated with Migoaping are predicted. This is because the intra-cdrtica

interactions depend on the relative spatial relationskigvben input features, particularly in a non-isotropic rmem



for orientation features, making saliency sensitive totigbaonfigurations, in addition to the densities, of inputs
These broad categories of predictions will be elaboratetiémext sections in various specific predictions, together
with their psychophysical tests.

This chapter is organised as follows. In section 2 we presenmethodology in our experiments. Section 3

presents the results of the experiments, section 4 dismssand section 5 our conclusions.

2 Materials and Methods

Simuli: In all our experiments, each stimulus pattern had 22 rew80 columns of items (of single or double bars)
on a regular grid with unit distance6° of visual angle. Each bar was a white (CIE illuminant C), ¥2.12
degree rectangle (for experiments in orientation featimeedsions only), or a colored 1.2 0.24 degree rectangle
(for experiments involving color and orientation feat)reall bars had a luminance of 14 cd?nunless otherwise
stated, and the background was black. The colored bars weea @r pink specified by their CIE 1976 coordinates
(u’,v"), with hue angles,, = 130° or 310° respectively, wherean(h,,) = (v — v),)/(v' — u}), and(ul,, v},)

are the coordinates of CIE illuminant C (0.201, 0.461). Adrdwithin a stimulus had the same saturatign =

13/[(w/ — u},)? + (v/ — v},)?]. For segmentation experiments, the vertical texture brdoeilveen two texture regions
was located randomly left or right, at 7, 9, or 11 inter-elatrdistances laterally from the display centre. Stimuli in
search tasks were made analogously to those in texture ségioa tasks, by reducing one of the two texture regions
into a single target item. In each trial, the target was pws#td randomly in one of the middle 14 rows; given the
target's row number, its column number was such that theetargs positioned randomly left or right, as close as
possible to 16.8 degrees of visual angle from the displayreefhe non-coloured bars are oriented either as specified
in captions of the figures and tables presented, or are eddmdrizontally, vertically, ot-45° from vertical. The color
and orientation of the target or left texture region in ead tvere randomly green or pink (for colored stimuli) and
left or right tilted (or horizontal or vertical) in the relamt orientations.

Subjects: Subjects are adults with normal or corrected to normal wisémd they are identified by letters, such

as 'LZ’, in the figures and tables. Most subjects are naivéhéodurpose of the study, except for 'LZ’ (one of the



authors), 'LJ’, and 'ASL’. Some subjects are more experiehat reaction time tasks than others. 'AP’, 'FE’, 'LZ’,
'NG’, and 'ASL’ participated in more experiments than othésuch as 'KC’, 'DY’, and 'EW’) who only participated
in one or a few experiments.

Procedure and data analysis: Subjects were instructed to fixate centrally until stimubnset, to freely move
their eyes afterwards, and to press a left or right key (k&b their left or right hand side) using their left or right
hand, respectively, quickly and accurately to indicate tiveethe target or texture border (present in each trial) was
in the left or right half of the display. The stimulus pattetayed after onset till the subject’'s response. There were
96 trials per subject per stimulus conditions shown. AverR3s were calculated (and shown in the figures and
tables) excluding trials that were erroneous or had an R3idei8 standard deviations from the mean. The number
of such excluded trials was usually less ti&h of the total for each subject and condition, and our restttsndt
change qualitatively even when we included all trials ircaldting RTs or considered the speed-accuracy trade-off in
performances. The error bars shown are standard errorexpeeiments were carried out in a dark room. Within each
figure plot, and each part (A, B, C, etc) of Table 1, or Tablelzha stimulus conditions were randomly interleaved
within an experimental session such that the subjects cootigredict before each trial which stimulus condition
would appear. For texture segmentation, the subjects whtéa locate the border between two textures regardless of
the difference (e.g., whether in color or orientation ortf)ditetween the two textures. For visual search, the subjects
were told to locate the target which had a unique featureh(siscorientation, color, or both, regardless of which
orientation(s) and/or which color), i.e., the odd one outhin the display. The subjects were shown examples of the
relevant stimulus conditions to understand the task baf@elata taking. Experiments (e.g., the one for Fig. (6))
requiring more than 300-400 trials in total were broken dé@multiple data taking sessions such that each session

typically takes 10-20 minutes.

3 Results

For visual tasks in which saliency plays a dominant or sigaift role, the transform from visual input to behavioral

response, particularly in terms of the reaction time (RTgenforming a task, via V1 and other neural mechanisms can



be simplistically and phenomenologically modeled as feidor clarity of presentation.

Vlresponse® = (01,09,...,0n) = fyr(visualinputl;a = (ay, a2, ...)) 2)
The saliency map SMAR) o« max,,—.0; 3)
The reaction time RT = f,csponse(SMAP; 8 = (81, B2, ...)) (4)

where f,1(.) models the transform from visual inplito V1 response® via neural mechanisms parameterized by
a describing V1's receptive fields and intra-cortical int#ians, while f,csponse(.) models the transform from the
saliency map SMAP to RT via the processes parameterize@l impdeling decision making, motor responses and
other factors beyond bottom-up saliency. Without quatiiaknowledge of3, it is sufficient for our purpose to
assume a monotonic transforf.sponse(.) that gives a shorter RT to a higher saliency value at the talsvant
location, since more salient locations are more quicklgaed. This is of course assuming that the reaction time
is dominated by the time for visual selection by saliencythat the additional time taken after visual selection and
before the task response, say, indicated by button preasoigghly constant quantity that does not vary sufficiently
with the different stimuli being compared in any particubperiment. For our goal to test the saliency hypothesis,
we will select stimuli such that this assumption is pradljcealid (see Discussion). Hence, all our predictions are
qualitative, i.e., we predict a longer reaction time (RTpime visual search task than that in another rather than the
guantitative differences in these RTs. This does not meatnotlr predictions will be vague or inadequate for testing
the V1 saliency hypothesis, since the predictions will bey/yecise by explicitly stating which tasks should require
longer RTs than which other tasks, making them indicativébmechanisms. Meanwhile, the qualitativeness makes
the predictions robust and insensitive to variations inntjtetive details parameterized lay of the underlying V1
mechanisms, such as the quantitative strengths of thala@mnections, provided that the qualitative facts of the V
neural mechanisms are fixed or determined. Therefore, dbevitlear below, our predictions can be derived and
comprehensible merely from our qualitative knowledge ofw facts about V1, e.g., that neurons are tuned to their
preferred features, that iso-feature suppression is thardmt form of contextual influences, that V1 cells tuned to
color have larger receptive fields than cells tuned to oaigon, etc, without resorting to quantitative model anislys

simulations which would only affect the quantitative but tiee qualitative outcomes. Meanwhile, although one could
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quantitatively fit the model to behavioral RTs by tuning tla@gmetersx andg (within the qualitative range), it adds
no value since model fitting is typically possible given egloyparameters, nor is it within the scope of this chapter
to construct a detailed simulation model that, for this jmss would have to be more complex than the available V1
model for contextual influences ([20, 21, 22, 23]). Hence,doenot include quantitative model simulations in this

study which is only aimed at deriving and testing our qutilieapredictions.

3.1 Interference by task irrelevant features

Consider stimuli having two different features at each fimcg one task relevant and the other task irrelevant. For
convenience, we call the V1 responses to the task relevahiraievant stimuli, relevant and irrelevant responses,
respectively, and from the relevant and irrelevant neuresigectively. If the irrelevant response(s) is strongan tihe
relevant response(s) at a particular location, this locéisalience is dictated by the irrelevant response(s)rdatg

to the V1 saliency hypothesis, and the task relevant festineeome “invisible” for saliency. In visual search and
segmentation tasks which rely significantly on saliencytteaet attention to the target or texture border, the task
irrelevant features are predicted to interfere with th& tasdirecting attention irrelevantly or ineffectively.

Fig (2) shows the texture patterAs B, C to illustrate this prediction. Patterh has a salient border between
two iso-orientation textures of left-oblique and rightlighe bars respectively, activating two populations of nogs
each for one of the two orientations. Patt&is a uniform texture of alternating horizontal and vertisats, evoking
responses from another two groups of neurons for horizantazertical orientations respectively. When all bars &re o
the same contrast, the neural response from the corresgpneliurons to each bar would be the same (ignoring neural
noise) if there were no intra-cortical interactions givirge to contextual influences. With iso-orientation sugpren,
neurons responding to the texture border bars in pafieane more active than neurons responding to other bars in
patternA; this is because they receive iso-orientation suppre$siom fewer active neighboring neurons, since there
are fewer neighboring bars of the same orientation. For ehegplanation, let us say, the highest neural responses
to a border bar and a background bar &ileand5 spikes/second respectively. This V1 response pattern srilee
border more salient, so it pops out in a texture segmentadiska Each bar in pattefd has the same number of

iso-orientation neighbors as a texture border bar in pateso it evokes a comparable level of (highest) V1 response,

11



A: task relevant B: task irrelevant C: composite = A + B
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Figure 2: Prediction of interference by task irrelevantdiees, and its psychophysical te#t, B, C are schematics

of texture stimuli (extending continuously in all diregi®beyond the portions shown), each followed by schematic
illustrations of its V1 responses, in which the orientationd thickness of a bar denote the preferred orientation and
response level, respectively, of the activated neuronh Edcresponse pattern is followed below by a saliency map,
in which the size of a disk, denoting saliency, correspoondbé response of the most activated neuron at the texture
element location. The orientation contrasts at the textareler inA and everywhere i3 lead to less suppressed
responses to the stimulus bars since these bars have feweriéntation neighbours to evoke iso-orientation sup-
pression. The composite stimulGs made by superposing andB, is predicted to be difficult to segment, since the
task irrelevant features from interfere with the task relevant features frén giving no saliency highlights to the
texture borderD, E: reaction times (differently colored data points denoffedént subjects) for texture segmentation
and visual search tasks testing the prediction. For eageayRT for the composite condition is significantly higher
(p < 0.001). In all experiments in this chapter, stimuli consist of 2%/s x 30 columns of items (of single or double
bars) on a regular grid with unit distant&° of visual angle.

i.e., 10 spikes/second, to that evoked by a border bar in paterti patternsA andB are superimposed, to give

patternC, the composite pattern will activate all neurons respogdinpatternsA andB, each neuron responding



approximately as it does t& or B alone (for simplicity, we omitted the general suppressietwieen neurons tuned
to different orientations, without changing our conclusieee below). According to the V1 saliency hypothesis, the
saliency at each texture element location is dictated byrtbst activated neuron there. Since the (relevant) response
to each element of pattesis lower than or equal to the (irrelevant) response to theesponding element of pattern
B, the saliency at each element location in pati€ris the same as fdB, so there is no texture border highlight in
such a composite stimulus, making texture segmentatidiouit

For simplicity in our explanation, our analysis above imgd only the dominant form of contextual influence,
the iso-feature suppression, but not the less dominant ébtime contextual influence, the general surround suppres-
sion and co-linear facilitation. Including the weaker farof contextual influences, as in the real V1 or our model
simulations ([21, 22, 23]), does not change our predictierehSo for instance, general surround suppression between
local neurons tuned to different orientations should redesxch neuron’s response to patt€rfrom that to patterm\
or B alone. Hence, the (highest) responses to the task releasanirbpatterrC may be, say, 8 and 4 spikes/second
respectively at the border and background. Meanwhile, égpanses to the task irrelevant bars in pat@should
be, say, roughly 8 spikes/second everywhere, leading teaime prediction of interference. In the rest of this chapter
for ease of explanation without loss of generality or chaofggonclusions, we include only the dominant iso-feature
suppression in our description of the contextual influenaed ignore the weaker or less dominant co-linear facili-
tation and general surround suppression unless theirsiociumakes a qualitative or relevant difference (as we will
see in section (3.4)). For the same reason, our argumentstdietail the much weaker responses from cells not as
responsive to the stimuli concerned, such as responsestiion direction selective cells to a non-moving stimulus,
or the response from a cell tuned2®.5° to a texture element in patte€hcomposed of two intersecting bars oriented
at0° and45° respectively. (Jointly, the two bars resemble a single bi@nted at22.5° only at a scale much larger
or coarser than their own. Thus the most activated cell ttoed.5° would have a larger RF, much of which would
contain no (contrast or luminance) stimulus, leading tospoese weaker than cells preferringih the scale and the
orientation of the individual bars). This is because these additionahbm-dominant responses at each location are

“invisible” to saliency by the V1 saliency hypothesis andgtdo not affect our conclusions.
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Fig. (2D) shows that segmenting the composite textDrimdeed takes much longer than segmenting the task
relevant component textuke, confirming the prediction. The reaction times were takea fask when subjects had
to report the location of the texture border, as to the lefigit of display center, as quickly as possible. (The actual
stimuli used are larger, see Methods.) In patt@rthe task irrelevant horizontal and vertical features frmmponent
patternB interfere with segmentation by relevant orientations fipetternA. Since patterm has spatially uniform
saliency values, the interference is not due to the noisgrsaes of the background ([19, 35]).

One may wonder whether each composite texture element iEZ) may be perceived by its average orien-
tation at each location, see FigH8 thereby making the relevant orientation feature noisyrpair performance. Fig
3E demonstrates by our control experiment that this would ageftaused as much impairment, RT for this stimulus
is at least 37% shorter than that for the composite stimulus.

If one makes the visual search analog of the texture segti@mtasks in Fig. (2), by changing stimulus Fig.
(2A) (and consequently stimulus Fig.@}® such that only one target of left- (or right-) tilted barisa background
of right- (or left-) tilted bars, qualitatively the same uéigFig. (2E)) is obtained. Note that the visual search task may
be viewed as the extreme case of the texture segmentatiowkes one texture region has only one texture element.

Note that, if saliency were computed by the SUM rule SMAPx O; (rather than the MAX rule)

to sum the response&3; from cells preferring different orientations at a visuatdtion z, interference would not
be predicted since the summed responses at the border wewgdehter than those in the background, preserving
the border highlight. Here, the texture border highlight,.q., (for visual selection) is measured by the difference
Hyorder = Rborder — Rground Detween the (summed or maxed) respoRss.q.. to the texture border and the
responsei,..unq to the background (where responf?g at locatione: meansi,, = Zm:m O; or Ry = max,,—,0;,
under the SUM or MAX rule, respectively). This is justified the assumption that the visual selection is by the
winner-take-all of the responség, in visual spacer, hence the priority of selecting the texture border is messu
by how much this response difference is compared to the vabises in the responses. Consequently, the SUM

rule applied to our example of response values gives the samter highlightHy,.q.- = 5 spikes/second with or

without the task irrelevant bars, while the MAX rule givE$,4. = 0 and5 spikes/second respectively. If the border
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highlight is measured more conservatively by the r&fiQ,4er = Rborder/Rground (When araticHorder = 1 means
no border highlight), then the SUM rule predicts, in our atar example Hyorder = (10 + 10)/(5 + 10) = 4/3
with the irrelevant bars, anH;,-4.- = 10/5 = 2 without, and thus some degree of interference. However,rgieea
below that even this measure &f,,-4.- by the response ratio makes the SUM rule less plausible. \vBaiah and
physiological data suggest that, as long as the saliendyiig is above the just-noticable-difference (JND, [3&])
reduction inHy.qe Should not increase RT as dramatically as observed in oar diaparticular, previous findings
([37, 36]) and our data (in Fig.EB3 suggest that the ease of detecting an orientation corfrsstssed using RT) does
not reduce by more than a small fraction when the orientatamirast is reduced, say, frodn° to 20° as in Fig. R
and Fig. D ([37, 36]), even though physiological V1 responses ([38]jhese orientation contrasts suggest that a
90° orientation contrast would give a highlight &fgp. ~ 2.25 and a20° contrast would giveHsg. ~ 1.25 using
the ratio measurement for highlights. (Jones et al[38kitiated that the V1 response t®@ and20° orientation
contrast, respectively, can be 45 and 25 spikes/secondatiggly, over a background response of 20 spikes/second.)
Hence, the very long RT in our texture segmentation withrfetence implies that the border should have a highlight
Hyorger = 1 or below the JND, while a very easy segmentation withoutrfatence implies that the border should
haveHyorder > 1. If Oporder andOgr0ung are the relevant responses to the border and backgrouncesaestively
for our stimulus, and sincé®,-4. also approximates the irrelevant response, then applyiagstUM rule gives
border highlightHyordger = 20b0rder/(Ovorder + Oground) @nd Oporder/Oground, With and without interference,
respectively. Our RT data thus require &, qer/Ogrouna > 1 and20sorder/ (Ovorder + Oground) ~ 1 should
be satisfied simultaneously — this is difficult sinGg,rder / Oground > 2 MeanR0yorder/ (Oporder + Oground) >
4/3, and a largeOyorder / Oground Would give a largeROporder/ (Oborder + Oground), Making the SUM rule less
plausible. Meanwhile, the MAX rule gives a border highlidf,,der = Oborder/Oborder = 1 With interference and
Hyorder = Oporder/Ogrounda > 1 Without. These observations strongly favor the MAX over §éM rule, and we
will show more data to differentiate the two rules later.

From our analysis above, we can see that the V1 saliency hgpistalso predicts a decrease of the interference

if the irrelevant feature contrast is reduced, as dematestnahen comparing Fig. @HI) with Fig. (3ABC), and
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Figure 3: Further illustrations to understand interfeeehyg task irrelevant features. A, B, and C, are as in Fig. 2, the
schematics of texture stimuli of various feature contrastask relevant and irrelevant features. D is like A, except
that each bar i30° from vertical, reducing orientation contrast20°. F is derived from C by replacing each texture
element of two intersecting bars by one bar whose oriemtagithe average of the original two intersecting bars. G,
H, and | are derived from A, B, and C by reducing the orientationtrast (t®20°) in the interfering bars, each i9°
from horizontal. J, K, and L are derived from G, H, and | by reidg the task relevant contrast26°. E plots the
normalized reaction times for three subjects, DY, EW, anddnTstimuli A, D, F, C, I, and L randomly interleaved
within a session. Each normalized RT is obtained by dividimg actual RT by the RT (which are 471, 490, and
528 ms respectively for subjects DY, EW, and TT) of the sanigest for stimulus A. For each subject, RT for C
is significantly ¢ < 0.001) higher than that for A, D, F, and | by, at least, 95%, 56%, 58%gJ 29%, respectively.
Matched sample t-test across subjects shows no signifiiféerethice p = 0.99) between RTs for stimuli C and L.

confirmed in our data (Fig. B. The neighboring irrelevant bars in Figl &re more similarly oriented, inducing
stronger iso-feature suppression between them, and daogaheir evoked responses, say, from 10 to 7 spike/second.

(Although co-linear facilitation is increased by this stilus change, since iso-orientation suppression domimates
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linear facilitation physiologically, the net effect is deased responses to all the task irrelevant bars.) Constyue
the relevant texture border highlights are no longer sugetkby the irrelevant responses. The degree of interference
would be much weaker, though still non-zero since the ivaaté responses (of 7 spikes/second) still dominate the
relevant responses (of 5 spikes/second) in the backgroeddcing the relative degree of border highlight from 5 to

3 spikes/second. Analogously, interference can be inetelag decreasing task relevant contrast, as demonstrated by
comparing Fig. (3KL ) and Fig. (&HI), and confirmed in our data (FigE3. Reducing the relevant contrast makes
the relevant responses to the texture border weaker, say Ifibto 7 spikes/second, making these responses more
vulnerable to being submerged by the irrelevant resporSeassequently, interference is stronger in FigL X&han

Fig. (3). Essentially, the existence and strength of the inteniggelepend on the relative response levels to the task
relevant and irrelevant features, and these responses ldepkend on the corresponding feature contrasts and direct
input strengths. When the relevant responses dictatasgleverywhere and their response values or overall respons
pattern are little affected by the existence or absence @frtielevant stimuli, there should be little interference.
Conversely, when the irrelevant responses dictate saliemerywhere, interference for visual selection is stratge
When the relevant responses dictate the saliency value &dhtion of the texture border or visual search target but
not in the background of our stimuli, the degree of intenfeeis intermediate. In both Fig. @} and Fig. (3),

the irrelevant responses (approximately) dictate theseyi everywhere, so the texture borders are predicted to be
equally non-salient. This is confirmed across subjects irdata (Fig. &), although there is a large variation between
subjects, perhaps because the bottom-up saliency is soimtadse two stimuli that subject specific top-down factors

contribute significantly to the RTs.

3.2 The color-orientation asymmetry in interference

Can task irrelevant features from another feature dimensirfere? Fig (A) illustrates orientation segmentation
with irrelevant color contrasts. As in Fig. (2), the irreden color contrast increases the responses to the coloirésat
since the iso-color suppression is reduced. At each latatie response to color could then compete with the response
to the relevant orientation feature to dictate the saliehtizig. (2C), the task irrelevant features interfere because they

evoke higher responses than the relevant features, as neaddyg demonstrations in Fig. (3). Hence, whether color
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can interfere with orientation or vice versa depends on efetive levels of V1 responses to these two feature types.
Color and orientation are processed differently by V1 in agpects. First, cells tuned to color, more than cells tuned
to orientation, are usually in V1's cytochrome oxidaserstdiblobs which are associated with higher metabolic and
neural activities[39]. Second, cells tuned to color havgdareceptive fields[33, 40], hence they are activated more
by larger patches of color. In contrast, larger texturelpedmf oriented bars can activate more orientation tundsi cel
but do not make individual orientation tuned cells morevactiMeanwhile, in the stimulus for color segmentation
(e.g., Fig. (8)), each color texture region is large so that color tunets @egle most effectively activated, making
their responses easily the dominant ones. Consequerly,tlsaliency hypothesis predicts: (1) task irrelevantislo
are more likely to interfere with orientation than the resgesr(2) irrelevant color contrast from larger color patches
can disrupt an orientation based task more effectively thah from smaller color patches; and (3) the degree of
interference by irrelevant orientation in color based tagknot vary with the patch size of the orientation texture.
These predictions are apparent when viewing Fi§B% They are confirmed by RT data for our texture seg-
mentation task, shown in Fig. @-J). Irrelevant color contrast can indeed raise RT in oriéotesegmentation, but
is effective only for sufficiently large color patches. Imt@st, irrelevant orientation contrast does not incré&s
color segmentation regardless of the sizes of the oriemattches. In Fig. (€-E), the irrelevant color patches are
small, activating the color tuned cells less effectivelypwéver, interference occurs under small orientation @sttr
which reduces responses to relevant features (as demewsinaFig. (3)). Larger color patches can enable inter-
ference even to 80° orientation contrast at the texture border, as apparenigir{4A), and has been observed by
Snowden[41]. In Snowden’s design, the texture bars werdamaty rather than regularly assigned one of two iso-
luminant, task irrelevant, colors, giving randomly smaltidarger sizes of the color patches. The larger color patche
made task irrelevant locations salient to interfere with dhientation segmentation task. Previously, the V1 sajien
hypothesis predicted that Snowden’s interference shoeddime stronger when there are more irrelevant color cate-
gories, e.g., each bar could assume one of three rathentloadifferent colors. This is because more color categories
further reduce the number of iso-color neighbors for eadbred bar and thus the iso-color suppression, increasing

responses to irrelevant color. This prediction was subsettyuiconfirmed[29].
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In Fig (4 G-l), the relevant color contrast was made small to facilitaterference by irrelevant orientation,
though unsuccessfully. Our additional data showed thantation does not significantly interfere with color based
segmentation even when the color contrast was reducecefurithe patch sizes, of 1x1 and 2x2, of the irrelevant
orientation textures ensure that each bar in these pateb&e the same levels of responses, since each has the same
number of iso-orientation neighbours (this would not holdew the patch size is 3x3 or larger). Such an irrelevant
stimulus pattern evokes a spatially uniform level of irveliet responses, thus ensuring that interference cannsibhos
arise from non-uniform or noisy response levels to the bemkgd[19, 35]. Patch sizes for irrelevant colors in Fig (4
C-E) were made to match those of irrelevant orientations in F4gG-1), so as to compare saliency effects by color
and orientation features. Note that, as discussed in se2tilh the SUM rule would predict the same interference
only if saliency highlightH,.4.- IS measured by the ratio between responses to the bordeaakdrbund. With this
measure of;,-q¢-, OUr data in this subsection, showing that the interferemdg increases RT by a small fraction,

can not sufficiently differentiate the MAX from the SUM rule.

3.3 Advantage for color-orientation double feature but notorientation-orientation double
feature.

A visual location can be salient due to two simultaneousufeatontrasts. For instance, at the texture border between
a texture of green, right-tilted, bars and another textdrpink, left-tilted, bars, in Fig. (5C), both the coland
orientation contrast could make the border salient. We bay the texture border has a color-orientation double
feature contrast. Analogously, a texture border of an ¢ai#on-orientation double contrast, and the correspandin
borders of single orientation contrasts, can be made agjin(BEFG). We can ask whether the saliency of a texture
border with a double feature contrast can be higher than dothose of the corresponding single-feature-contrast
texture borders. We show below that the V1 saliency hypah@edicts a likely “yes” for color-orientation double
feature but a definite “no” for orientation-orientation ddeifeature.

V1 has color-orientation conjunctive cells which are tut@toth color and orientation, though their tuning to
either feature is typically not as sharp as that of the sifeg¢ure tuned cells[33]. Hence, a colored bar can activate

a color tuned cell, an orientation tuned cell, and a col@eraation conjunctive cell, with cell outputs., O,, and
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O., respectively. The highest response 1fex O,, O.,) from these cells should dictate the saliency of the bar’s
location. Let the triplet of response b@2, 02, 0?,] at an orientation texture bordé€)¢, O:, O¢,] at a color border,
and[0¢°, 05, 0<°] at a color-orientation double feature border. Due to isaitfee suppression, responses of a single
feature cell is higher with than without its feature contrag., O < O¢S andO: < O¢. The single feature cells
also have comparable responses with or without featureastatin other dimensions, i.€); ~ O5° andO? ~ O%°.
Meanwhile, the conjunctive cell should have a higher respat a double than single feature border, O&5, > 02,
andO¢ > 0%, since it has fewer neighboring conjunctive cells respogdo the same coland same orientation.
The maximum maf0s°, 0°, 0<2) could beOs°, O, or O to dictate the saliency of the double feature border.
Without detailed knowledge, we expect that it is likely thatat least some non-zero percentage of many triafs,

is the dictating response, and when this happéxis,is larger than all responses from all cells to both singléuiea
contrasts. Consequently, averaged over trials, the ddehtare border is likely more salient than both of the single
feature borders and thus should require a shorter RT totdéexontrast, there are no V1 cells tuned conjunctively to
two different orientations, hence, a double orientatioertation border definitely cannot be more salient thar bot
of the two single orientation borders.

The above considerations have omitted the general sujqmdsstween cells tuned to different features. When
this is taken into account, the single feature tuned cellsishrespond less vigorously to a double feature than to
the corresponding effective single feature contrast. Tiésins, for instance)s’ < 02 and 0% < O¢. This is
because general suppression grows with the overall levielcaf neural activities. This level is higher with double
feature stimuli which activate some neurons more, e.g. @€ > 0?2, andO:° > O¢ (at the texture border). In the
color-orientation double feature cagg’ < O9 andO<$° < OS mean thaD<$? > max 05, 0<°) could not guarantee
that OS¢ must be larger than all neural responses to both of the shegkeire borders. This consideration could
somewhat weaken or compromise the double feature advaftatee color-orientation case, and should make the
double orientation contrast less salient than the morerdgatine of the two single orientation contrast conditioms. |
any case, the double feature advantage in the color-otientzondition should be stronger than that of the orieatati

orientation condition.
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These predictions are indeed confirmed in the RT data. Asshiowig. (5DH), the RT to locate a color-
orientation double contrast border Fig. (5C) is shortenthath RTs to locate the two single feature borders Fig. (5A)
and Fig. (5B). Meanwhile, the RT to locate a double orientationtrast of Fig. (5G) is no shorter than the shorter
one of the two RTs to locate the two single orientation cattbarders Fig. (5E) and Fig. (5F). The same conclusion
is reached (data not shown) if the irrelevant bars in Fig.) @&-ig. (5F), respectively, have the same orientation as
one of the relevant bars in Fig. (5F) or Fig. (5E), respedttiviote that, to manifest the double feature advantage,
the RTs for the single feature tasks should not be too shade )RT cannot be shorter than a certain limit for each
subject. To avoid this RT floor effect, we have chosen sufiityesmall feature contrasts to make RTs for the single
feature conditions longer than 450 ms for experienced stsgnd even longer for inexperienced subjects.

Nothdurft[42] also showed saliency advantage of the dofgalire contrast in color-orientation. The shortening
of RT by feature doubling can be viewed phenomenologicallg &iolation of a race model which models the task’s
RT as the outcome of a race between two response decisiongyakicesses by color and orientation features respec-
tively. This violation has been used to account for the detighture advantage in RT also observed in visual search
tasks when the search target differs in both color and aigmt from uniform distractors observed previously[43],
and in our own data (TableA). In our framework, we could interpret the RT for color-ariation double feature as a
result from a race between three neural groups — the coledtuthe orientation tuned, and the conjunctive cells.

It is notable that the findings in Fig. (5H) can not be predidi®m the SUM rule. With single or double
orientation contrast, the (summed) responses to the bagkdrbars are approximately unchanged, since the iso-
orientation suppression between various bars is roughthamged. Meanwhile, the total (summed) response to the
border is larger when the border has double orientationraen{even considering the general, feature unspecific,
suppression between neurons). Hence, the SUM rule wouttightbat the double orientation contrast border is more
salient than the single contrast one, regardless of whetieemeasures the border highlighy, 4. by the difference

or ratio between the summed response to the texture bordd¢hanto the background.
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3.4 Emergent grouping of orientation features by spatial cafigurations

Combining iso-orientation suppression and co-lineatifation, contextual influences between oriented bars depe
non-isotropically on spatial relationships between thesbdl hus, spatial configurations of the bars can influence
saliency in ways that cannot be simply determined by desssitf the bars, and properties often associated with
grouping can emerge. PatterAsG in Fig. (6) are examples of these, and the RT to segment eatiraewill be
denoted as R, RTg, ..., RTg. PatternsA andB both have &0° orientation contrast between two orientation
textures. However, the texture bordeBrseems more salient. Patteit@sandD are both made by adding, fo and
B respectively, task irrelevant batst5° relative to the task relevant bars and containirggairrelevant orientation
contrast. However, the interference is stronge? than inD. Patterng& andG differ from C by having zero orientation
contrast among the irrelevant bars, pattemtiffers fromD analogously. As demonstrated in Fig. (3), the interference
in E andG should thus be much weaker than tha€irand that ifF much weaker than that iD. The irrelevant bars are
horizontal inE and vertical inG, on the same original patteAicontaining only thet45° oblique bars. Nevertheless,
segmentation seems easieEithan inG. These peculiar observations all seem to relate to whatés afilled visual
“grouping” of elements by their spatial configurations, aaah in fact be predicted from the V1 saliency hypothesis
when considering that the contextual influences betweentmil bars are non-isotropic. To see this, we need to
abandon the simplification used so far to approximate cométinfluences by only the dominant component — iso-
feature suppression. Specifically, we now include in theextoal influences the subtler components: (1) facilitatio
between neurons responding to co-linear neighboring badq2) general feature-unspecific surround suppression
between nearby neurons tuned to any features.

Due to co-linear facilitation, a vertical border bars intpat B is salient not only because a neuron responding
to it experiences weaker iso-orientation suppressionalsat because it additionally enjoys full co-linear faeilibn
due to the co-linear contextual bars, whereas a horizontds bar inB, or an oblique border bar i, has only half
as many co-linear neighbors. Hence, in an orientation texthe vertical border bars B, and in general co-linear
border bars parallel to a texture border, are more salient border bars not parallel to the border given the same

orientation contrast at the border. Hence, if the highegigase to each border barAnis 10 spikes/second, then the
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highest response to each border baBioould be, say, 15 spikes/second. Indeedg RIRT 4, as shown in Fig. (d).
(Wolfson and Landy[44] observed a related phenomenon, metails in Li[22]). Furthermore, the highly salient
vertical border bars make segmentation less susceptilimeetiderence by task irrelevant features, since their edok
responses are more likely dominating to dictate salienanch, interference iD is much weaker than i€, even
though the task-irrelevant orientation contrast(i8 in bothC andD. Indeed, R <RT¢ ( Fig. (6H)), although R

is still significantly longer than Rg without interference. All these are not due to any specatlstof the vertical
orientation of the border bars B andD, for rotating the whole stimulus patterns would not elimethe effects.
Similarly, when the task irrelevant bars are uniformly ated, as in patterris andG (for A) andF (for B), the border
in F is more salient than those fhandG, as confirmed by RF <RTg and R1g.

The “protruding through” of the vertical border barshnlikely triggers the sensation of the (task irrelevant)
oblique bars as grouped or belonging to a separate (trarspaurface. This sensation arises more readily when
viewing the stimulus in a leisurely manner rather than intthgied manner of a RT task. Based on the arguments that
one usually perceives the “what” after perceiving the “veiesf visual inputs[45, 46], we believe that this grouping
arises from processes subsequent to the V1 saliency piogeSpecifically, the highly salient vertical border bars a
likely to define a boundary of a surface. Since the obliqus beg neither confined within the boundary nor occluded
by the surface, they have to be inferred as belonging to anatkierlaying (transparent), surface.

Given no orientation contrast between the task irrelevarg mE-G, the iso-orientation suppression among the
irrelevant bars is much stronger than thatdrandD, and is in fact comparable in strength to that among the task
relevant bars sufficiently away from the texture border. ¢¢erthe responses to the task relevant and irrelevant bars
are comparable in the background, and no interference wmftedicted if we ignored general surround suppression
between the relevant and irrelevant bars (detailed belmsped, RE, RTg < RT¢c, and R < RTp.

However, the existence of general surround suppressimdintes a small degree of interference, making RT
RTg > RTa, and R > RTg. ConsidelE for example, let us say that, without considering the gdrseraound sup-
pression, the relevant responses are 10 spikes/secondsgikkeS/second at the border and background respectively,

and the irrelevant responses are 5 spikes/second everywhiee general surround suppression enables nearby neu-
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rons to suppress each other regardless of their featurerprefes. Hence, spatial variations in the relevant reggons
cause complementary spatial variations in the irrelevasponses (even though the irrelevant inputs are spatially h
mogeneous), see Figl(dor a schematic illustration. For convenience, denote¢tevant and irrelevant responses at
the border a®©yor-der (1) aNAOporaer (i) respectively, and a9,,cq- (1) andO,,.q,-(ir) respectively at locations near
but somewhat away from the border. The strongest generplasgion is fronOporder (1) t0 Oporder (i), reducing
Oborder (ir) 10, say, 4 spikes/second. This reduction in turn causeswetied of iso-orientation suppression on the
irrelevant responses,,..-(ir), thus increasin@,,..-(ir) to, say, 6 spikes/second. The increas®jn,,.(ir) is also
partly due to a weaker general suppression f@m..(r) (which is weaker than the relevant responses sufficiently
away from the border because of the extra strong iso-otientauppression from the very strong border responses
Ovorder(r)[47]). Mutual (iso-orientation) suppression between thnelévant neurons is a positive feedback process
that amplifies any response difference. Hence, the difteréetwee®yo, der (i) andO,,.q. (ir) is amplified so that,
say, Oporder (i) = 3 and Oyeqr-(ir) = 7 spikes/seconds respectively. Therefddg,,(ir) dominatesO,,cq. (1)
somewhat away from the border, dictating and increasindotted saliency. As a result, the relative saliency of the
border is reduced and some degree of interference arizgesngeRTg > RTa. The same argument leads similarly to
conclusions RE > RTa and RTr > RTg, as seen in our data (Fig. H§). If co-linear facilitation is not considered,
the degree of interference BlandG should be identical, predicting BT= RTg. As explained below, considering
co-linear facilitation additionally will predict R <RT¢q, as seen in our data for three out of four four subjects (Fig.
(6H)). Stimuli E and G differ in the direction of the co-linear facilitation betes the irrelevant bars. The direc-
tion is across the border inE but along the border inG, and, unlike iso-orientation suppression, facilitatiends to
equalize respons&s, ... (ir) andOyp.rqer (i) to the co-linear bars. This reduces the spatial variatidghefrrelevant
responses across the bordeEisuch that, sayQyorder (ir) = 4 @andO,,.q.- (i) = 6 spikes/second, thus reducing the

interference.

Table 1: RTs(ms) in visual search for unique color and/or orientgtamrresponding to those in Figs. (4 - 5).

Each data entry is: R¥ its standard error (percentage error rate)Alrorientation of background bars:45°
from vertical, orientation contrast:18°, s,,, = 1.5; In B, stimuli are the visual search versions of Fig. 5E-GAIn
and B, the normalized RT (normalized as in Fig. 5) for the dedéature contrast is significantly  0.05) longer
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in A than that in B; In C, luminance of baes 1cd/m?, s,, = 1.5, bar orientation::20° from vertical or horizontal,
irrelevant orientation contrast #°. No significant differencey( = 0.36) between RTs with and without irrelevant
feature contrasts; In D, orientation of background/takges: +/  81° from vertical, s, = 1.5, RTs for stimuli
with irrelevant color contrast (of either condition) argrsficantly longer f < 0.034) than those for stimuli without
irrelevant color contrasts.

A: Single or double color/orientation contrast search, ag@ls to Fig. (3-D)

Subjects color orientation color and orientation

AP 512+ 8(1) 1378 £ 71(1) 496 + 7(1)

FE 529 +12(1) 1509 + 103(3) 497 £ 12(0)

LZ 494 +11(3) 846 + 37(4) 471+ 7(0)

NG 592 4+ 29(2) 808 + 34(4) 540 + 19(0)

B: Single or double orientation contrast search, analogobgto(5E-H)

Subjects | single contrast 1, as Fig. 5Esingle contrast 2, as Fig. 5Fdouble contrast, as Fig. 5G

LZ 732 +23(1) 689 + 18(3) 731+ 22(1)

EW 688 + 15(0) 786 4 20(1) 671 4+ 18(2)

C: Irrelevant Orientation in Color Search, analogous to H&-0)

Subjects No Irrelevant Contrast | 1x1 Orientation Blocks

AP 804 + 30(0) 771 4 29(0)

FE 506 4 12(5) 526 4+ 12(0)

Lz 805 + 26(1) 893 + 35(5H)

NG 644 + 33(1) 677 + 34(3)

D: Irrelevant Color in Orientation Search, analogous to H§.-F)

Subjects No Irrelevant Contrast 1x1 Color Blocks 2x2 Color Blocks

AP 811+ 30(0) 854 + 38(0) 872 +29(0)

FE 1048 + 37(0) 1111 + 34(0) 1249 + 45(2)

LZ 557 £+ 13(1) 625 4 22(1) 632 + 21(1)

NG 681 +22(1) 746 + 27(3) 734 £ 31(1)

The SUM rule (over V1's neural responses) would predict itptately the same directions of RT variations
between conditions in this section only when the texturelbohighlightHy,.4- IS measured by the ratio rather than
the difference between the (summed) response to the bandethat to the background. However, using the same
argumentas in Section 2.1, our quantitative data would rtiek& UM rule even more implausible than itis in Section
2.1 (since, using the notations in Section 2.1, we note@hat..« approximates the irrelevant responsegiand
G, whose weak interference would require a constraittfgf-qer = (Oporder + Oground)/20ground > 1 + § with
0 > 0, in addition to the other stringent contraints in sectichthat made the SUM rule less plausible).

We also carried out experiments in visual search tasks goatoto those in Fig. (4 - 6), as we did in FigeR
analogous to Fig @). Qualitatively the same results as those in Fig. (4-5) vieued, see Table 1. For visual search
conditions corresponding to those in Fig. (6), howevereithere were no elongated texture borders in the stimuli,

grouping effects arising from the co-linear border, or asrésult of the elongated texture border, are not predicted,
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and indeed, not reflected in the data, see Table 2. This cadimdditionally that saliency is sensitive to spatial

configurations of input items in the manner prescribed by \échanisms.

Table 2: RTs(ms) for visual search for unique orientation, corresiing to data in Fig. B.
Stimulus condition®\-G are respectively the visual search versions of the stimeduslitionsA-G in Fig. 6.
For each subject, no significant difference between Rid RTz (p > 0.05); Irrelevant bars irC-G increase RT

significantly ¢ < 0.01). All subjects as a group, no significant difference betwe€p and R1; (p = 0.38); RT¢ >
RTp significantly ¢ < 0.02); RT¢, RTp > RTg, RTg, RTg significantly < 0.01). Each data entry is: R its
standard error (percentage error rate).

Subjects
Conditions AP FE LZ NG ASL

A 485 + 8(0.00) 478 £ 6(0.00) 363 £ 2(0.00) 366 + 3(1.04) 621 £ 19(0.00)
B 479 + 9(0.00) 462 + 6(0.00) 360 + 2(0.00) 364 + 3(0.00) 592 + 16(1.04)
C 3179 £ 199(6.25) 2755 £ 280(5.21) 988 £ 50(3.12) 1209 + 62(2.08) 2238 + 136(11.46)
D 1295 4 71(1.04) 1090 + 53(5.21) 889 + 31(3.12) 665 + 22(2.08) 1410 + 74(4.17)
E 623 + 20(0.00) 707 £ 19(0.00) 437 £+ 9(1.04) 432 + 7(1.04) 838 + 35(0.00)
F 642 4 20(0.00) 743 £ 21(0.00) 481 4+ 12(3.12) 456 + 9(2.08) 959 + 40(1.04)
G 610 4 21(0.00) 680 + 23(0.00) 443 4+ 10(2.08)

459 + 12(2.08)

1042 + 48(3.12)

4 Discussion

In summary, we tested and confirmed several predictions fhenhypothesis of a bottom-up saliency map in V1. All
these predictions are explicit since they rely on the knodméchanisms and an explicit assumption of a MAX rule,
SMAP(z) « max,—.0;, i.e., among all responsé&s; to a locationz, only the most active V1 cell responding to
this location determines its saliency. In particular, tihedicted interference by task irrelevant features andable |
of saliency advantage for orientation-orientation dodbltures are specific to this hypothesis since they arise fro
the MAX rule. The predictions of color-orientation asymmyein interference, the violation (in the RT for color-
orientation double feature) of a race model between coldaientation features, the increased interference bytarg
color patches, and the grouping by spatial configuratiolesn sosne way or another from specific V1 mechanisms.
Hence, our experiments provided direct behavioral testsapgort of the hypothesis.

As mentioned in section 2.1, the predicted and observedénénce by irrelevant features, particularly those in
Fig. 2 and 3, cannot be explained by any background “noigeddluced by the irrelevant features[19, 35], since the

irrelevant features in our stimuli have a spatially regetamfiguration and thus would by themselves evoke a spatially
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uniform or non-noisy response.

The V1 saliency hypothesis does not specify which cortioehsa read out the saliency map. A likely candidate
is the superior colliculus which receives input from V1 arigtcts eye movements[48]. Indeed, microstimulation of
V1 makes monkeys saccade to the receptive field locatioreddtimulated cell[26] and such saccades are believed to
be mediated by the superior colliculus.

While our experiments support the V1 saliency hypothesesht/pothesis itself does not exclude the possibility
that other visual areas contribute additionally to the cotafon of bottom-up saliency. Indeed, the superior collis
receives inputs also from other visual areas[48]. For mstalee et al[49] showed that pop-out of an item due to its
unique lighting direction is associated more with higharmagactivities in V2 than those in V1. Itis not inconceivabl
that V1's contribution to bottom-up saliency is mainly fbettime duration immediately after exposure to the visual
inputs. With a longer latency, especially for inputs whensijnals alone are too equivocal to select the salient winner
within that time duration, it is likely that the contributidrom higher visual areas will increase. This is a question
that can be answered empirically through additional expenis (e.g.,[50]) beyond the scope of this chapter. These
contributions from higher visual areas to bottom-up sa&leare in addition to the top-down selection mechanisms that
further involve mostly higher visual areas[51, 52, 53]. Teature-blind nature of the bottom-up V1 selection also
does not prevent top-down selection and attentional psing$rom being feature selective[18, 54, 55]), so that, for
example, the texture border in Fig.G2could be located through feature scrutiny or recognitather than saliency.

It is notable that while we assume that our RT data are adedadest bottom-up saliency mechanisms, our
stimuli remained displayed until the subjects respondedbinyon press, i.e., for a duration longer than the time
necessary for neural signals to propagate to higher lewahlareas and feedback to V1. Although physiological
observations[56] indicate that preparation for motor ceses contribute a long latency and variations in RTs, oukwo
needs to be followed up in the future to further validate cypéful assumption that our RT data sufficiently manifest
bottom-up saliency to be adequate for our purpose. We atqidd probe the bottom-up processing behaviorally,
requiring subjects to respond to a visual stimulus (whielysbn until the response) as soon as possible is one of the

most suitable methods. We believe that this method shoultidre suitable than an alternative method to present
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stimulus briefly, with or, especially, without requiringetlubjects to respond as soon as possible. After all, tuoffng
the visual display does not prevent the neural signals el/blgehe turned-off display from being propagated to and
processed by higher visual areas[57], and if anythingditices the weight of stimulus-driven or bottom-up actigitie
relative to the internal brain activities. Indeed, it is moicommon for subjects to experience in reaction time tasks
that they could not cancel their erroreous responses indirae though the error was realized way before the response
completion and at the initiation of the response accordinGEG data[58], suggesting that the commands for the
responses were issued considerably before the compldtibe cesponses.

Traditionally, there have been other frameworks for vissalency[30, 18, 19], mainly motivated by and de-
veloped from behavioral data[4, 5] when there was less kedgé of their physiological basis. Focusing on their
bottom-up aspect, these frameworks can be paraphrasetlassfoVisual inputs are analyzed by separate feature
maps, e.g., red feature map, green feature map, verticatomal, left tilt, and right tilt feature maps, etc., invse
eral basic feature dimensions like orientation, color, aradion direction. The activation of each input feature it
feature map decreases roughly with the number of the neigithimput items sharing the same feature. Hence, in
an image of a vertical bar among horizontal bars, the vértiaaevokes a higher activation in the vertical feature
map than that by each of the many horizontal bars in the hotd@onap. The activations in separate feature maps are
summed to produce a master saliency map. Accordingly, tiieaebar produces the highest activation at its location
in this master map and attracts visual selection. The toadit theories have been subsequently made more explicit
and implemented by computer algorithms[31]. When appliethé stimulus in Fig. (Z), it becomes clear that the
traditional theories correspond to the SUM rgle, _  O; for saliency determination when different responégs
to different orientations at the same locatiomepresent responses from different feature maps. As ayguediata
in Sections 2.1, 2.2, and 2.4 on interference by task iregiefeatures are incompatible with or unfavorable for the
SUM rule, and our data in Section 2.3 on the lack of advantagéhe double orientation contrast are contrary to
the SUM rule. Many of our predictions from the V1 saliency bthesis, such as the color-orientation asymmetry in
section 2.2-2.3, and the emergent grouping phenomenortiiose.4, arise specifically from V1 mechanisms, and

could not be predicted by traditional frameworks withoudiagy additional mechanisms or parameters. The traditional
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framework also contrasted with the V1 saliency hypothegisiplying that the saliency map should be in higher level
cortical areas where neurons are un-tuned to featuresyatiati physiological experiments searching for salieray ¢
relates in areas like lateral intra-parietal area[59, 8@jich, downstream from V1, could reflect bottom-up salience
in its neural activities. Nevertheless, the traditionahfieworks have provided an overall characterization ofiptev
behavioral data on bottom-up saliency. These behaviotal glavided part of the basis on which the V1 theory of
saliency was previously developed and tested by computdtinodeling[20, 21, 22, 23].

One may seek alternative explanations for our observapoedicted by the V1 saliency hypothesis. For in-
stance, to explain interference in Fig. Qg one may assign a new feature type to “two bars crossing et
at 45°", so that each texture element has a feature value (orienjaif this new feature type. Then, each texture
region in Fig. (Z) is a checkerboard pattern of two different feature valuethis feature type. So the segmen-
tation could be more difficult in Fig. @), just like it could be more difficult to segment a texture ABABAB’
from another of 'CDCDCD’ in a stimulus pattern ’ABABABABABDOCDCDCDCD’ than to segment 'AAA’ from
'CCC'’ in "AAAAAACCCCCC'. This approach of creating new faate types to explain hitherto unexplained data
could of course be extended to accommodate other new dafar fBstance, new stimuli can easily be made such that
new feature types may have to include other double featurpiootions (e.g., color-orientation conjunction), tapl
quadruple, and other multiple feature conjunctions, onegmplex stimuli like faces, and it is not clear how long this
list of new feature types needs to be. Meanwhile, the V1 sajidnypothesis is a more parsimonious account since it
is sufficient to explain all the data in our experiments withevoking additional free parameters or mechanisms. It
was also used to explain visual searches for, e.g., a crassgbars or an ellipse among circles without any detectors
for crosses or circles/ellipses[20, 23]. Hence, we aim fga@r the most data by the fewest necessary assumptions
or parameters. Additionally, the V1 saliency hypothes reeurally based account. When additional data reveal the
limitation of V1 for bottom-up saliency, searches for agtdial mechanisms for bottom-up saliency can be guided by
following the neural basis suggested by the visual pathwagsthe cortical circuit in the brain[48].

Computationally, bottom-up visual saliency serves to guigual selection or attention to a spatial location to

give further processing of the input at that location. Thane by nature of its definition, bottom-up visual saliefigy
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computed before the input objects are identified, recoghizedecoded from the population of (V1) neural responses
to various primitive features and their combinations. Mexelicitly, recognition or decoding from (V1) responses
requires knowindpoth the response levend the preferred features of the responding neurons, whilergal compu-
tation requires only the former. Hence, saliency compaoités less sophisticated than object identification, it teust

be achieved more quickly (this is consistent with previobsesvations and arguments that segmenting or knowing
“where is the input” is before or faster than classifying ‘atlis the input’[45, 46], as well as more easily impaired
or susceptible to noise. On the one hand, the noise susiigpiian be seen as a weakness or a price paid for a
faster computation; on the other, a more complete computati the bottom-up selection level would render the sub-
sequent, attentive, processing more redundant. This ieplarly relevant when considering whether the MAX rule
or the SUM rule, or some other rule (such as a response powanation rule) in between these two extremes, is
more suitable for saliency computation. The MAX rule to gusklection can be easily implemented in a fast and
feature blind manner, in which a saliency map read-out aep, the superior colliculus) can simply treat the neural
responses in V1 as values in a universal currency biddingiforal selection, to select (stochastically or determin-
istically) the receptive field location of the highest bidgineuron[34]. The SUM rule, or for the same reason the
intermediate rule, is much more complicated to implemerte Teceptive fields of many (V1) neurons covering a
given location are typically non-identically shaped am&iaed, and many are only partially overlapping. It would be
non-trivial to compute how to sum the responses from thegeoms, whether to sum them linearly or non-linearly, and
whether to sum them with equal or non-equal weights of whalhes. More importantly, we should realize that these
responses should not be assumed as evoked by the same YWmail-e- imagine an image location around a green
leaf floating on a golden pond above an underlying dark fish -eidiley whether and how to sum the response of a
green-tuned cell and that of a vertical-tuned cell (whichlddoe responding to the water ripple, the leaf, or the fish)
would likely require assigning the green feature and th&écadifeature to their respective owner objects, i.e., tgeso
the feature binding problem. A good solution to this assigntor summation problem would be close to solving
the object identification problem, making the subsequdahtve processing, after selection by saliency, redundan

These computational considerations against the SUM reala@lso in line with the finding that statistical properties
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of natural scenes also favor the MAX rule[61]. While our gsyphysical data also favor the MAX over the SUM
rule, it is currently difficult to test conclusively whetheur data could be better explained by an intermediate rule.
This is because, with the saliency map SMAP, reaction tinTes R(SMAP, 3) (see equation (4)) depend on decision
making and motor response processes parameteriz@dlist us say that, given V1 respond@sthe saliency map is,
generalizing from equation (3), SMAPSMAP(O, v), wherey is a parameter indicating whether SMAP is made by
the MAX rule or its softer version as an intermediate betwe&X and SUM. Then, without precise (quantitative)
details ofO andg, ~ cannot be quantitatively determined. Nevertheless, ota mlaFig. 5H favor a MAX rather
than an intermediate rule for the following reasons. Theaase level to each background texture bar in Fig. SEFG
is roughly the same among the three stimulus conditiongardégss of whether the bar is relevant or irrelevant, since
each bar experiences roughly the same level of iso-orientatippression. Meanwhile, let the relevant and irrelevan
responses to the border bars®g(r) andOg(ir) respectively for Fig. 5E, an@r(r) andOr(ir) respectively for
Fig. 5F. Then the responses to the two sets of border bargirbd are approximatel z(r) andOg(r), ignoring,

as an approximation, the effect of increased level of gémseiraound suppression due to an increased level of local
neural activities. Since bothg(r) andOg(r) are larger than bot® g (ir) andOr(ir), an intermediate rule (unlike
the MAX rule) combining the responses to two border bars dgigld a higher saliency for the border in Fig. 5G
than for those in Fig. 5E and Fig. 5F, contrary to our data.s Higument however can not conclusively reject the
intermediate rule, especially one that closely resemiblestAX rule, since our approximation to omit the effect of
the change in general surround suppression may not hold.

Due to the difference between the computation for saliemzy that for discrimination, it is not possible to
predict discrimination performance from visual salienkeyparticular, visual saliency computation could not pogdi
subjects’ sensitivities, e.g., their d prime values, t@disinate between two texture regions (or to discriminat t
texture border from the background). In our stimuli, thfediénces between texture elements in different texture
regions are far above the discrimination threshold with ibnewt task irrelevant features. Thus, if instead of a rieact
time task, subjects performed texture discrimination wuihtime pressure in their responses, their performande wil

not be sensitive to the presence of the irrelevant featenen(for briefly presented stimuli) since the task essdytial
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probes the visual process for discrimination rather théiarszy. Therefore, our experiments to measure reactioa tim
in a visual segmentation or search task, requiring subjeatsspond quickly regarding “where” rather than “what”
about the visual input by pressing a button located congdlyesith “where”, using trivially discriminable stimuli, r&
designed to probe bottom-up saliency rather than the subségbject recognition (identification) or discriminatio
performance. This design assumes that a higher salientyg déxture border or the search target makes its selection
easier and thus faster, manifesting in a shorter RT. Thishig eur findings in RTs cannot be explained by models
of texture discrimination (e.qg., [62]), which are baseddostriminating or identifying texture features, i.e., based on
visual processing after visual selection by saliency. Whbilir subjects gave different RTs to different stimuli, thei
response error rates are typically very small ${%) to all stimuli — as our reaction time task is not to measure
discrimination sensitivities (or d prime values). For theng reason, if one were to explain the interference in Fig. 2C
by the noise added by the task irrelevant features, thisifeatoise would not be strong enough to sufficiently affect
the error rate, since the feature differences (betweertbithe irrelevant and relevant features) are many timggtar
than the just-noticable feature difference for featureriisination. Of course, some visual search tasks, espgcial
those using hardly discriminable stimuli, rely more on teeagnition and/or less on bottom-up saliency computation.
These tasks, while interesting to study for other purposes|d not be suitable for testing hypotheses on the bottom-
up saliency, and we expect that cortical areas beyond V1dimeimore involved for them and would have to read out
from V1 the preferred features (labeled linasjl activities of moreand less active neurons (i.e., beyond reading out
the SMAP).

We also note that, since bottom-up saliency serves maimitttact attention before detailed attentive processing,
its purpose is transient and thus its transient effect isdegaate design for this purpose rather than a weakness. For
the same reason, our hypothesis that V1’s outputs reprbsénm-up saliencies should be viewd as valid mainly in
time windows very soon or transiently after new stimulusiin his hypothesis is also consistent with the theoretical
framework that early stages along the human visual pathesases to compress and select visual input data (Zhaoping
2006).

Our observations are related to Gestalt principles of getua organization and many previous observations
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of visual grouping and emergent properties[64, 65]. Thiggasts that V1 mechanisms could be the neural basis for
many grouping phenomena, as has been shown in some exa®@plds]. For instance, the main Gestalt principle
of grouping by similarity is related to iso-feature supgien in V1, since iso-feature suppression, responsible for
feature singleton pop-out, also makes a region of itemsroiiai features less salient apart from the region border,
which bounds, and induces the perception of, the region akdew Similarly, the principle of grouping by prox-
imity is related to the finite length of the intra-corticalrs@ections in V1 for contextual influences, and the principle
of grouping by good continuation is related to the co-linfzailitation in V1. Pomerantz[64] showed that certain
features, particularly ones involving spatial propertiesh as orientation, interact in complex ways to producaeme
gent perceptual configurations that are not simply the supadfk. One of his notable examples of what is termed
“configuration superiority effect” is shown in Fig. (7). Os8mulus of a left tilted bar among three right tilted bars
becomes a composite stimulus of a triangle among three symehen a non-informative stimulus of four identical
'L’ shaped items is added. As a result, the triangle is edsieletect among the arrows than the left-tilted bar among
right-tilt ones in the original stimulus, as if the triandgéean emergent new feature. This superiority effect by apati
configurations of bars, the opposite of interference byauant features in our data, could be accounted for by the
following mechanism beyond V1. The added irrelevant ‘L'sdadhe target triangle shape unique, while the original
target bar was a rotated version of the bar distractors. streeently shown[67] that, when the bottom-up saliency is
not sufficiently high (as manifested in the longer than 10@80RTMs in Pomerantz’s data, likely due to a small set size),
object rotational invariance between target and distractould introduce object-to-feature interference to tically
prolong RT. This interference is because the original taigentically shaped as distractors, is confused as aadistr
object. Whereas Gestalt principles and many psychologtodlies of emergent phenomena have provided excellent
summaries and descriptions of a wealth of data, the V1 mechanisms provetplanations behind at least some of
these data.

Meanwhile, the psychological data in the literature, idahg the vast wealth of data on visual grouping, can
in turn predict the physiology and anatomy of V1 through tHesSéliency hypothesis, thus providing opportunities

to further test the hypothesis through physiological/amatal experiments. Such tests should help to explore the
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potentials and the limitations of the V1 mechanisms to grptee bottom-up selection factors. For example, knowing
that color-orientation conjunctive search is difficult(¢37], searching for a red-vertical target among redzwarial
and blue-vertical distractors) and that color-orientatiouble feature is advantageous allow us to predict thatlin
intra-cortical (di-synaptic) suppressive connectionsuth link conjunctive cells with other cells preferriegher the
same coloand/or the same orientation. Data by Hegde and Felleman[28] argistent with this prediction, although
more direct and systematic tests of the prediction are algsir

The V1 mechanisms for bottom-up saliency also have imptinatfor mechanisms of top-down attention.
Firstly, if V1 creates a bottom-up saliency map for visudésgon, then it would not be surprising that subsequent
cortical areas/stages receiving input from V1 should nestifmuch interaction between bottom-up and top-down se-
lectional and attentional factors. Secondly, by the Vlesaly hypothesis, the most active V1 cell attracts attention
automatically to its receptive field location. This cell mag/tuned to one or a few feature dimensions. Its response
does not provide information about other feature dimersstorwhich it is un-tuned. Thus, such a bottom-up selec-
tion does not bind different features at the same locatiod,the top-down attention may have to bind the features
subsequently[4]. Meanwhile, the conjunctive cells in Vadiwo (or more) features at the same location into a single
cell by default (which may or may not be veridical). This sagtg that top-down attentional mechanisms are required
to determine, from the responses of the conjunctive andaoojunctive cells, not only the relative strengths of the
two features, but also whether the two features belong tedhge objects or whether the two features need to be un-
bound. Our findings reported here should motivate new dimesfor research into the mechanisms and frameworks of

bottom-up and top-down attentional selection, and pdsietenal processes for problems including feature bigdin

5 Conclusions

In conclusion, our psychophysical experiments tested andirmmed the predictions from the theoretical hypothesis
that the primary visual cortex creates a bottom-up salienag. Our findings reported here have since been followed
up by more recent identifications of the fingerprints of V1 isual saliency behavior, pointing to V1 rather than V2,

for instance, as responsible for the early or fast compaownfeghe bottom up saliency[68, 69]. Since the V1 hypothesis

34



is a fundamental departure from the traditional framewdnisual attention, our findings should motivate new ideas
on bottom-up and top-down processes in vision and how tHatert various levels of visual perceptions and visually
guided actions.
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Glossary

1. CIE: Commission Internationale de I'Eclairage, or Intgronal Commission on lllumination.
2. CRF: Classical receptive field.

3. MAX: maximum.

4. SUM: summation.

5. RF: Receptive field.

6. RT: Reaction time or response time.

7. SMAP: saliency map.

8. V1: The primary visual cortex.

9. V2: Second visual cortical area, the one receiving infnot: V1 and next stage from V1 in the anatomical

pathway of the visual signal.
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llustrartion Stimuli and data
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Figure 4: Interference between orientation and color, with schenititistrations (left,A,B) and stimuli/data (rightC-J). A: Orientation seg-
mentation with irrelevant coloB: Color segmentation with irrelevant orientation. Largetchasizes of irrelevant color gives stronger interference,
but larger patch sizes of irrelevant orientation does ndtemiaterference stronge€, D, E: schematics of the experimental stimuli for orientation
segmentation, without color contra&t)(or with irrelevant color contrast in 1xDj or 2x2 () blocks. All bars had color saturation,, = 1, and
were=+5° from horizontal. The actual color used were green and pimk hgainst black background as described in the Materiasviethods
section. F: Normalized RTs foiC, D, E for four subjects (different colors indicate different g@dis). The ‘no’, ‘1x1’, '2x2’ on the horizontal
axis mark stimulus conditions f&, D, E. , i.e., with no or ‘nxn’ blocks of irrelevant features. Th& Rr condition '2x2’ is significantly longer
(p < 0.05) than that for 'no’ in all subjects, and than that of '1x1’ ino8t of 4 subjects. By matched sample t-test across subjeetan RTs
are significantly longer in '2x2’ than that in 'no’p(= 0.008) and than that in '1x1’% = 0.042). Each RT is normalized by dividing by the
subject’s mean RT for the 'no’ condition, which for the fowbgects (AP, FE, LZ, NG) are 1170, 975, 539, 1107 millises(rds). G-J are for
color segmentation, analogous@eF, with stimulus bars oriented45° and of color saturation,,, = 0.5. Matched sample t-test across subjects
showed no significant difference between RTs in differemtditions. Only 2 out of 4 subjects had their RT significantlgher (p < 0.05) in
interfering than no interfering conditions. The un-norizedl mean RTs of the four subjects (ASL, FE, LZ, NG) in 'no’ ddion are: 650, 432,
430, 446 (ms).
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A: color contrast E: single orientation contrast
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Figure 5: Testing the predictions of saliency advantageoloreorientation double feature (left, A-D) and the lack
of it in orientation-orientation double feature (righth-C schematics of the texture segmentation stimuli by color
contrast, or orientation contrast, or by double coloraid¢ion contrast. The actual colors are green and pink bars
on black background as described in Materials and Methart®se D: Normalized RTs for the stimulus conditions
A-C. Normalization for each subject is by whichever is thersér mean RT (which for the subjects (AL, AB, RK,
ZS) are, respectively, 651, 888, 821, and 634 ms) of the tnglesifeature contrast conditions. All stimulus bars had
color saturatiors,,, = 0.2, and weret7.5° from horizontal. All subjects had their RT for the doublettea condition
significantly shorter)f < 0.001) than those of both single feature conditiofsG the texture segmentation stimuli
by single or double orientation contrast, each oblique $ar20° from vertical inE and+20° from horizontal inF,
andG is made by superposing the task relevant bais andF. H: Normalized RTs for the stimulus conditions E-G
(analogous to D). The shorter mean RT among the two singtarfeaonditions are, for four subjects (LZ, EW, LJ,
KC), 493, 688, 549, 998 (ms) respectively. None of the subjead RT for G lower than the minimum of the RT for
E and F. Averaged over the subjects, the mean normalized RRdalouble orientation feature in G is significantly
longer (p < 0.01) than that for the color orientation double feature in C.
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Figure 6: Demonstration and testing the predictions onaggtouping.A-G: portions of different stimulus patterns
used in the segmentation experiments. Each row starts withriginal stimulus (left) without task irrelevant bars,
followed by stimuli when various task irrelevant bars arpesposed on the originalH: RT data when different
stimulus conditions are randomly interleaved in experitaksessions. The un-normalized mean RT for four subjects
(AP, FE, LZ, NG) in conditiorA are: 493, 465, 363, 351 (ms). For each subject, it is stdifi significant that
RTc >RTa (p < 0.0005), RTp >RTg (p < 0.02), RTA >RTg (p < 0.05), RTa <RTg, RTg (p < 0.0005),
RTp >RTg, RTec > RTg, RTg (p < 0.02). In 3 out of 4 subjects, R§ <RT¢ (p < 0.01), and 2 out of 4 subjects,
RTs < RTr (p < 0.0005). Meanwhile, by matched sample t-tests across subje@sntgan RT values between
any two conditions are significantly different émaller than values ranging from 0.0001 to 0.04).schmatics

of responses from relevant (red) and irrelevant (blue) ersirwith (solid curves) and without (dot-dashed curves)
considering general suppressions, for situatioris-@®. Interference from the irrelevant features arise from thadial
peaks in their responses away from the texture border.
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Figure 7: lllustration of Pomerantz’s configuration supgty effect. The triangle is easier to detect among theehre
arrow shapes in the composite stimulus, than the left titadamong the right tilted bars in the original stimulus.
Identical shape of the target and distractor bars in theraigtimulus could lead to confusion and longer RT.

45



